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Abstract


This innovations project deals with a texture mapping approach that has been greatly influenced by Image-Based Rendering. In the report, different IBR fields of research will be outlined and existing software will be discussed as to their advantages and limitations. I will present my own method, which is a manual approach to photo-based texture mapping aimed at time-effective creation of photorealistic environments and matte paintings. The key to the project is that photos are used as modeling templates as well textures. I will demonstrate this concept on two cityscape scenes. Finally I will analyse my work and discuss its usefulness and its limitations.

Introduction to IBR


Image-Based Rendering (IBR) describes a set of techniques that allow 3D representation of objects and scenes, whose origin stems from photographs. This has several advantages. One of these is that IBR gives the user the ability to recreate complex objects in CG without having to hand-model that complexity. In the quest for photorealism, hand-made models often lack the complexity that they exhibit in reality. McMillan and Gortler (1996, p. 61) accurately describe one of the key dilemmas of Computer Graphics Modeling by saying: “Our ability to render models has begun to outpace our capacity to create high-quality models”. Using photographs as modeling templates and as textures can help significantly to overcome this problem. Models need only be generic or complex enough to have a believable silhouette. Most of the other detail can be conveyed by the images. 


IBR is also deemed more cost-effective in terms of render times than usual geometric modeling approaches because it does not need to compute things like lighting, shadows and geometric complexity. All these things are already inherent in the texture image. So more or less the only thing dictating length of render time is the resolution and format of the image. 


A third definite advantage is that it has never been easier to acquire photographs and load them into the computer. Multi Mega-Pixel Digital Cameras and Scanners have become widely available and affordable. Therefore even any average home user could use IBR techniques to create high-detail models (McMillan and Gortler, 1999, p. 61). 


McMillan and Gortler (1999, p. 61) further state, “IBR seeks to trade off the complexity of view-independent fidelity, as represented by the ideal triangle-based model, for high fidelity at a restricted range of views”, meaning that these high quality models depend heavily on being viewed from a similar angle to the camera that originally took the source photo. This is a limitation of IBR but can also define the kind of work that IBR should be used in or can be most helpful in. Matte paintings for example are usually a static background and therefore suited for IBR specific advantages and disadvantages.

Motivation


At the heart of this project is my personal desire to induce a convincing perspective change (parallax) in a photograph, possibly leading to a short fly-through animation of the chosen image. This could make for a dramatic improvement of family photographs, where the scene and everything within it comes to life. What ultimately fascinates me is to retain all the detail of the photograph, but to show it from a different angle.


Having recently worked on a matte painting project, I was curious if IBR techniques could not be used to produce whole backgrounds from photographs. This should enable the user to create realistic 3D matte paintings and environments in CG in a time-efficient and render-efficient manner. The resulting models will be will fairly low in modeling complexity but still retain the inherent realism from the photograph. McMillan's statement mentioned earlier about having high fidelity traded off for restricted range of views suggests that IBR could be ideal for work on matte paintings, as they often simply represent a static background with little change in camera view.


A final reason to investigate this field of CG was my own major project. I am striving to recreate a city in a close-to photorealistic look and therefore need many detailed and complex buildings and objects. To have to model each of them would take too much time and not allow me to finish the project on time. Therefore I was looking for more time-effective solutions to create many buildings and statues. With IBR and its many facets, I believe to have found something that will enable me to do so.

Aim:


- To be able to produce photorealistic matte-paintings/ architectural scenes time- and render-
   efficiently with the use of IBR/texture mapping


- To convey a believable change in parallax in two chosen photographs of architectural 

   subject

Existing Research:


In the past years, a considerable amount of research has gone into IBR. It has even been considered to challenge geometric modeling with triangles as predominant modeling primitive (McMillan and Gortler, 1996, p. 61). Research has been done on the individual components that IBR encompasses, such as geometry acquisition, texture occlusion and rendering. 

Geometry Acquisition


There are several diverse approaches to retrieving 3D models out of 2D images. Stereo matching for example requires several images of the same scene being taken in close proximity. Individual marker points are then retrieved from the foreground and background. Given the premise that points in the background will translate less due to perspective skewing than the points in the foreground, a relative depth estimate can be made by comparing similar points on the different images. With enough marker points available, enough points will be available to create a geometric mesh in 3D. To facilitate image acquisition, stereoscopic cameras can be used (Figure 1). These cameras take several pictures with several lenses at once, as opposed to only one image.
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             Figure 1: stereoscopic camera


Matusik et al. (2000, p. 396) proposed using visual hulls. In this approach, the desired object needs to be photographed from different angles. The images are then placed in relative orientation to a common center. Using edge detection, the object silhouette of each image is projected into the center, where they intersect and form the visual hull -  a fairly accurate model of the object. Textures are applied the same way to create a photorealistically textured model.


Another trend in IBR research has been to use enhanced photo images, such as photos with inherent depth per pixel values. One example of this are Layered Depth Images, proposed by Shade et al. (1998, pp. 231- 242). These kind of images take some effort to produce, either by use of special cameras, or setting up markers around the scene to be able to calculate camera position, orientation, distance from object etc.


It should be mentioned that many IBR approaches actually do not generate any polygon models in 3D space at all, but solely treat the problem in 2D (such as MCOPs [4] and lumigraphs [5]). The  This kind of IBR research has been aimed at real-time displays of events, where the model/rendering step is skipped in trade-off for faster computation. This is called Image Morphing and means that a new viewpoint of a scene will not be derived from a 3D model, but instead from an interpolation of existing source images. For the special effects industry, it is still of advantage to have an actual model that can be manipulated, so in my approach I will deliberately generate and use geometric models as representation.

Texture Occlusion


Texture occlusion is one of the most obvious problems in this sort of field and also one of the most important things to get right to bring across convincing parallax. In photographs, some objects in the foreground will hide objects in the background. When the camera moves around in the scene, these originally hidden objects may become visible. This presents a problem when working from a single photograph, as the visual information for the hidden objects simply does not exist. Therefore, when working with IBR, one needs to have a way of looking around objects to find what is being hidden. 


There have been a series of approaches to this problem. One solution to this problem has been proposed by Heung-Yeung Shum and Li-Wei He at SIGGRAPH 99 (1999, pp. 299- 306), called concentric mosaics. This method limits the cameras movement to circular movement along the horizontal plane. A camera follows a circular movement and records images of the surrounding. Then, the orientation of the camera is changed slightly to allow it to see behind objects and the process is repeated along the same circle. This repeated a number of times, so that the camera films the same scenes from slightly different viewpoints. This is a more complex and convincing conversion of Apple's QuickTime VR, as it shows parallax convincingly i.e. objects overlap each other and originally hidden objects can be viewed by changing the viewing angle. 


Another solution, provided by Paul Rademacher and Gary Bishop at SIGGRAPH 98 (1998, p. 199-206), is to use Multiple-Center-of-Projection Images. These are 2D photographic images that have been created by multiple camera view points on a continuous horizontal line. This would be done with a special slit camera that only ever takes pictures one pixel wide. This camera is then led around the whole object of interest, capturing every pixel slit from a new camera angle. This outputs a final texture map that encompasses the whole object. 


Both of the above are effective in preventing texture occlusion, but unfortunately require special camera hardware and camera set-up as do many other approaches. Fortunately, a solution that I may be able to adapt for my project  proposed by Jonathan Shade at SIGGRAPH 98 (1998, pp. 231- 242). He suggested using Layered Depth Images, or LDIs in short. Apart from storing rgb values for each pixel of the image, these LDI images also contain depth values for each pixel. These images are calculated by taking several pictures of the same scene from different angles and then are computed into one view of the scene. Thus they can store depth and also new colour values for certain objects that are occluded from the current perspective. The final LDI can contain multiple layers of pixel rgb values and can therefore provide the visual information which the original image occluded. 

IBR Software


Also, various software has been written to make 3D scenes from images. Apple's QuickVR, while popular and widely used demonstrates the most unconvincing parallax by employing a very cheap method of IBR. Panoramic photos are stitched together seamlessly and are projected onto the inside of a spherical object. The user can then look around the scene from the center of the sphere. although the software attempts to skew the image to fit a change in perspective, this approach is still a very oversimplified representation of reality and does not allow for convincing parallax i.e. objects' perspective alignment does not change accordingly and objects do not overlap each other when the viewing perspective changes.


FACADE by Paul Debevec et al. (1996, p.11-20) is a much more sophisticated example of this kind of software. The program enables the viewer to create architectural models from a series of photographs. While certainly ingenious, the program only allows you to create individual models and it requires several images of the desired object from various angles. Additionally, these images require 2D manipulation to give consistent information about the object.


A more recent program, iModeller 3D 2.0, just released this month, suffers from similar problems. It aims to create models from images. Yet a series of photos is required from various angles, plus the object needs to be photographed on special marked paper. These are for the program to be able to tell the distance and lense type of the camera. Furthermore the lighting needs to be constant in the images (3D World, 2004, p.61). All this seems a bit restrictive and would not be helpful for the work that I am planning to do. 


Therefore, considering the limitations of current IBR approaches, I will attempt to use a more pragmatic approach, that allows for model creation from single unsampled images to reproduce whole environments. To this end I will try to adapt some principles of IBR to aid the project, such as using an adapted version of a Layered Depth Image to prevent texture occlusion.

Proposed Method:


The key idea behind this project is to use photographic images as modeling templates as well as textures for the same models to produce a photorealistic look. The used method can be broken down into the following steps:

Image Selection:


I have chosen two cityscape photographs to work from. I intend to demonstrate a different kind of parallax by animating the camera differently in the two shots. I have chosen urban environments as they could be used as a matte painting and because they exhibit angular geometric features, which should be relatively easy to model in 3D.

Geometry Extraction:


I imported the 2D photos as image planes into Maya, and traced the shapes of the back plates. I held myself to the constraint that I could not use complex geometry to keep the models fairly light, so I used either polygon cubes or polygon planes, that I would twist to the right angle or move the vertices around to fit the back plate. The theory was that the polygons would serve as "texture holders" more than anything else. In the end, each scene only consisted of about 1200 polygons (1117 polygons for cityscape, 1281 polygons for the bombed city).


In the first example I used mostly cuboid shapes, due to the cuboid nature of the skyscrapers. For the second shot, I only used 2D planes because the photo was taken from face on and only showed a front profile of most buildings. As I had no depth information from the photographs, I had to guess where the individual buildings were placed along the z-depth. The only clue for me to go by was the depth sorting resulting of individual buildings overlapping each other.

Texturing


Having created the appropriate geometry, I applied the template image to the geometry as a texture, so that the geometry and the texture coincided perfectly.  I did this by linking the size of the image plane to fit the size of the planar projection. This enabled me to texture objects by only pressing one button. 

Texture Fixing/ Image Processing


At this point, the issue of texture occlusion started to show clearly. In the first cityscape shot, the perspective change would reveal new buildings that I had no texture information for and textured objects from foreground buildings would carry on to texture buildings in the background.


In the second shot, the background plane would be textured with the statue from the foreground. (Figure 2) Thus I had to edit the images manually. I did this in Photoshop. This was somewhat difficult because I did not know what was behind the occluding foreground textures. The only solution to this is to use one's creativity. In the end I chose to use the stamp tool and copy information from around the same image depth onto the occluded areas (Figure 3). For each image I created different levels, much like a Layered Depth Image (Figure 4).
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Figure 2:  Texture Occlusion Error – statue is                Figure 3: Corrected texture

projected onto background plane
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Figure 4: Different Texture Layers for Shot #2

Animation


The animated camera move is intended to prove that a convincing parallax has been achieved. Yet the camera moves were almost predicted by the scenes. For the first shot I chose a horizontal pan to the right because I had enough visual information to create convincing parallax in that direction i.e. The skyscrapers were shot at a 45° degree angle, which showed two faces of each building. This allowed for free camera movement as long as none of the other faces of any building would be revealed. 


One issue I had to deal with was perspective skewing. Having modeled the scene from the orthographic front view, perspective skewing was already inherent in the models. This meant that when I viewed the scene in perspective view, the perspective skewing on all models seemed to have doubled (Figure 5). Consequently, I had to render the scene from an orthographic view (Figure 6). As Maya does not allow for free orthographic camera movement, I rotated the scene instead of the camera.
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Figure 5: Double Perspective Skewing


 Figure 6: Orthographic View


In the second shot, the buildings were shot from face on, so that I did not have information about the side walls of any of these buildings. A pan to the side would have shown that very clearly, so I opted for an inward track into the scene. Because the buildings were shot from face on, the scene did not suffer from perspective skewing as much as the previous shot.

Lighting and Rendering


At the rendering stage, I had to experiment with the two renderers that Maya 5.0 supplies. It turned out, that the Maya software renderer had trouble with rendering from orthographic views. Yet in comparison with the second renderer Mental Ray, it showed that Mental Ray tends to reproduce textures much more clearly. Also, Mental Ray's Final Gathering gave a better lighting model for the scenes. One ambient light was used to strengthen the general light direction. No shadows needed to be cast, as they were already inherent in the photograph.


This concludes the process of producing the scenes.

Analysis:


Problem: choice of geometry:


In analysing the scenes, some of the limitations of this technique become quite obvious. The geometric primitives chosen to represent the objects work well in the first shot, but lack three-dimensionality in the second shot. Due to the track of the camera, it becomes apparent that the geometry mainly consists of 2-D planes. This is especially the case for the foreground objects, where the camera tracks over. 


Also the sharpness of the lines does not coincide with the general blurred quality of the photograph (Figure 7). Here it might have been worth experimenting with post-production techniques to blur the silhouettes of the 2D plane buildings.
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            Figure 7: Sharp geometry lines contradict blurred textured quality


Although not of great visual impact, the lack of z-depth information only allows for an inaccurate distribution of buildings along the z-axis. This is more a question of adherence to reality, but would still improve the general realism of the scenes, especially with a moving camera in them.

Problem: texture depth occlusion:


 I have tried to use Layered Depth Images to hide most of the texture occlusion. Yet I have not managed to fix this for every building (Figure 8), so that in some cases faulty texturing is still visible. To make the texturing absolutely perfect would have meant for me to produce a clean picture of each individual building. I have only used LDIs with a few layers in them. An improvement could be the use of computer generated LDIs that have been calculated from a big variety of images of the same scene. This would allow the computer to create as many layers as required.
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        Figure 8: Remaining texture errors due to depth occlusion

Problem: fixed texture resolution


Another limitation of this method is its dependency on the quality of the source images. if the source images have a relatively low resolution, this will carry over into the scene and may show in the final render. The final frames in the second shot (Figure 9) are a good example for this. Having zoomed into the image, the low resolution shows much more clearly. Ways around this would be to take a picture of the area of interest that is to be zoomed/tracked in to. The textures to be used would then have to be blended in when the camera zooms in. The movie Moulin Rouge does this quite well in one of the opening shots, where first the whole Paris is shown and then the camera flies into the area of the Moulin Rouge.
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  Figure 9: Low Photo Resolution shows clearly when 





    camera has fully tracked in


Another problem that has cropped up is that in both scenes, the texture quality has decreased notably. Comparing them to the original photographs, the textures in the scenes appear much hazier and blurred out. This loss of texture clarity stems from the fact that it is being projected onto 3D geometry first and is then rendered. I have done tests in mental ray, Maya software renderer and Maya hardware renderer and they all had this problem. This is because when the textures are projected onto geometry, Maya shades them again to fit to the geometry. When this is put through the renderer, every pixel is computed from both geometry and texture information. So in a way, the original pixel image is only a partial input to produce the render. Therefore the original pixel image (the original photograph) is forced into a new pixel image and thus loses quality. Although having rendered the scene out to PAL Video Resolution, it does not appear to be such a dramatic loss in quality and actually only shows when looking at the scenes on a computer screen. Nonetheless, being bound to a low resolution is still a limitation.


To solve this problem, logically one would have to take higher resolution pictures of the objects. In fact, the original images were taken from the Internet in Jpeg format and with a resolution of around 1100 by 770 pixels. Modern digital cameras have a standard of at least 3 Mega pixels (2048*1536 pixels) to 5 Mega pixels (2560*1920 pixels) which is three times to six times the resolution of the images that I worked from.  

Problem: Advanced Rendering Aspects


One of the shortcomings concerning photorealism of the first animation is the lack of dynamic specular highlights. As the viewing perspective changes, the specular highlights should follow to face the viewer. This becomes obvious in the first scenario, where large parts of the scene are made up of glass and metal. As I used lambertian material type for all texture mapping, there is no inherent specular highlights. Yet simply assigning a phong material type to the geometry would not help either, because of the simplicity of the geometry. In such a case for example, the specular highlights would be emitted from the whole of a skyscraper, which would look wrong, because the different materials do not display the same angle or amount of specular highlights. Also there would be a problem with the already existent specular highlights which would still stay in place, as they are derived from the original photograph only. The same counts for reflectivity.


One possible solution to this would be to add individual specular and reflectivity passes for the various materials, in which the individual material types are isolated. This would require huge amounts of image processing and may not be entirely in spirit with the fast and easy approach that I am trying to explore.

Conclusion:


My project is essentially a manual approach to texture mapping. This is less complex branch of IBR, but by executing this project, I have come in contact with many other problematic areas of IBR, for which other people have sought solutions for. The technique that I have presented shares many advantages and limitations with other IBR approaches. I believe that I succeeded in inducing a convincing perspective change in the chosen photographs for a trade-off for 3D camera freedom, for truthfulness to originally occluded objects and for certain realistic rendering aspects such specular highlights and reflections. 


It should be mentioned that when working from single images, there are certain ideal characteristics that help create 3D scenes out of them. The first cityscape photo for example lent itself better to recreation than the war ruin photo did. This is due to the orientation of the buildings. The cityscape photo provided 2 walls and sometimes the roof of each building. This is the most that will be seen of a building in reality as well, and allows for a greater camera panning range. The second photo only provided one wall of each building, which made it much harder to create a three-dimensional scene out of it and eventually forced me to induce a tracking shot rather than a panning shot.


I picked images with architectural emphasis, because I believe they are easier and faster to recreate due to the simple primitives that buildings are usually made up from. It would be interesting to see how this method works in a nature-based scene, like a forest.


If I were to continue work on this project, I would look into using more than one photograph as source material. In fact, this has been the cause of the most problems. More source images would enable me to generate more accurate models and would help me circumvent the problem of texture occlusion. Most IBR research is in fact based on the premise of having multiple images as reference – and usually the more the better...


Furthermore it would be interesting to implement effects such as reflectivity and specular highlights. Some IBR approaches have successfully implemented this already [7]. Other efforts could go into relighting the scene in 3D, which would be very useful when trying to use this for making matte paintings. On the other hand, the original images could be altered in 2D just as well. A good artist good easily achieve more by altering the image in 2D as opposed to trying to change the scene in 3D. This is where traditional matte painters could reuse their painting skills. In this regard, it is one of the strengths of this technique in that it allows for alteration on both a 2D and 3D level.


 I do feel that this approach can be quite helpful in the field of matte painting as well as other fields of photorealistic computer animation, as long as the camera movement is restrained to the required amount. I believe that this is a fast and efficient way to create complex objects and environments at a low creation-time- and rendering cost. I have used this technique in some of my major project work, which is attached in the appendix  (Figure 10, 11, 12).
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Appendix:
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         Figure 10: Base of statue – Major Project Work in Progress
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          Figure 11: Berlin Dome – Major Project Work in Progress

[image: image13.png]




          Figure 12: Original Photo and resulting CG statue
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