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Introduction





I have been fascinated by stereoscopic 3D imagery for some time and have even come up with a few of my own ideas relating to the field.





This project has allowed me to spend time researching the technology and experimenting with various implementation techniques. 





I have gained a fuller understanding of the field and technologies involved and hope that I can pass on some of that here.





My intention is that this document will take the reader from being a casual observer to having a more complete grasp of the concepts and principles of stereoscopic 3D as well as a good knowledge of currently available systems. 





I have come across a huge amount of information and have tried to use the most relevant parts to cover a wide range of systems.





Whilst every effort has been made to reference all sources in the text there is always the possibility of error and for this I can only apologise.


	





	





Theory of stereoscopic images 





How we see depth


There are many ways in which we determine how far an object is from us. Many of these 'depth cues' appear in the two-dimensional (2D) images which we view every day. Artists use cues such as occlusion (closer objects covering more distant ones), depth of field (such as when a camera is focused on a subject leaving the background and foreground out of focus) and shadowing to portray depth. These cues also occur in film and photography. Less obvious devices include the use of warmer colours at the front of the image, cooler ones towards the back and loss of contrast with distance to simulate atmospheric effects.





Whilst these techniques can be used to create an extremely effective sense of depth in a 2D image the image remains perceived as a 2D image. A new cue is introduced when we observe moving images, especially if the camera which captured them was moving. This is parallax. We see the relative motion of objects and this helps us to determine depth. This does not, however, change the perception of the 2D plane on which the images are displayed.





In order to create images which appear to be truly three-dimensional (3D), we must first consider how we see genuine 3D objects. The basic principle which needs to be understood is that we have been given two eyes so that we have two slightly different two dimensional views of anything we look at. Our brain resolves these images into one three-dimensional perception. How it does this is beyond the scope of the present research, all we need to know is that this perception, known as binocular vision, is based on a pair of 2D images.


Information on this subject is available from (http://www.vision3d.com/stereo.html)


					


How stereoscopic images deceive our perception


In order to trick our brain into seeing a 3D image which is not really there, all we have to do is present a separate image to each eye. These images must be sufficiently similar for the brain to resolve into a single view. The simplest way of understanding this is probably with the example of a stereo viewer.





A simple viewer consists of two eyepieces, one for each eye, and two photographs (or in some cases slides) positioned so that one photograph is visible through each eyepiece. The photographs would typically be produced by a pair of cameras (or a double lensed camera) positioned such that the lenses represented the eyes of the viewer. Altering the spacing of the cameras may produce interesting effects. For example, if the camera lenses were farther apart than the eyes of the viewer, the resulting image would seem like a small-scale model of the subject. This is because the cameras would represent a much larger head having its eyes wider apart. If, however, the camera positions are too extreme, the brain will no longer be able to resolve the scene and the illusion will break down.


An example of a suitable pair of images may be seen in Figure 2.





There are different opinions about how to angle the cameras to achieve best results.


Some say that the camera views should converge and others say they should be parallel. This is a subject for experimentation.


	


Binocular, like the words binary ("composed of two parts") and ocular ("of or relating to the eyes or sight"), is defined as "involving or intended for both eyes. The word is used here when referring to how we see.





Stereoscopic is defined as "having a three-dimensional effect" and is used here to describe the images viewed through the various devices. It is also used to describe the images for each eye used in creating the effect as in a stereoscopic image pair. These may be explicit images or ones generated by the position of the viewer relative to a display device. Definitions taken from Collins English Talking dictionary (Collins 2002).





3D display systems





Having established the basic principle of displaying stereoscopic images, we will examine some of the methods used to deliver the correct image to the correct eye. The emphasis is on systems capable of displaying constantly updating imagery such as films or computer simulations. We will cover methods with and without the use of headgear but we will start with an exception.





Stereograms


Stereograms, often called "magic eyes", use repeating patterns to encode depth information. They are an exception as both eyes view the same image, not a pair of images directed to the appropriate eye. Any repeating pattern can be viewed as a Stereogram and will appear to be a plane showing the same pattern but at a different depth to the actual patterned plane. In this case each eye is focussing on a different repetition of the same area of pattern and the brain assumes these to be the same area of the image and perceives the depth accordingly. By introducing slight variations into the repeating patterns, it is possible to produce the perception of 3D objects.





Stereograms may be constructed from randomly scattered dots (Single Image Random Dot Stereograms or SIRDS) or based on repeating textures (Single Image Stereograms or SIS). There are also two ways of encoding and viewing the depth information: Divergence where the eyes stare into the apparent distance, and Convergence where the eyes are crossed. Divergence is the most common. This information may be found in the help file of the programme 3DMiricle available from (http://www.ixtlan.ru/download.php#) 


Sequences of stereograms may be created to show animated content.





Figure 1
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A stereogram created from a depth shaded animation








Whilst an interesting novelty, stereograms are limited as they can be difficult or impossible for some people to view and they contain only depth information. Some research has gone into the creation of 'true colour' stereograms and images have been produced where the repeating textures bare some relationship to the hidden images for example eyes in the repeating pattern end up located in the hidden image of a head. Examples like this may be found in the book "Eye Tricks" (Priester & Levine 2004).





All images must have a maximum depth, the depth perceived by viewing the unaltered repeating pattern. This is perceived as a plane behind the 3D image so that there can be no infinitely distant space as is possible with most other systems.


				


Image pairs


Other than this, all systems discussed somehow present a different image to each eye


Probably the most primitive way of achieving this is to simply place the two images near each other and let the viewer do the rest. This has been done with side by side images both with the left eye image to the left and to the right of the right eye image meaning the viewer must stare into the distance (eyes approaching parallel) to view the former or cross their eyes to view the latter. Images have also been presented stacked one above the other. These methods are limited in size because the images must be close enough together for the viewer to be able to view both simultaneously without too much strain on the eyes. They are also extremely difficult to view and many people can not do so.

















Figure 2
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An image pair to be viewed without special equipment








To make viewing of 3D images more natural and achievable by anyone with normal binocular vision, various devices have been developed and these form the subject of this next discussion.





Headgear


Perhaps the most common way to view 3D content is with the use of headgear. There are many types to consider. Something to bear in mind is that any piece of headgear could potentially be tracked so the image viewed would correspond to the position of the viewer. This is useful for virtual reality applications with a single viewer per display device (note that a non-stereoscopic display could also use head tracking to introduce parallax but the results would be far less effective).





Head Mounted Displays


Conceptually the simplest type of headgear capable of displaying continually updating imagery is similar to the earlier example of two photographs viewed through two eyepieces. This is the 'Head Mounted Display' (HMD). HMD's are used widely in virtual reality as they can be tracked enabling the wearer to look in any direction and see in stereoscopic 3D without being limited to a viewing screen as with other systems. Tracking now is mostly done by sensors which allow the headgear to be warn naturally whereas systems such as the first computer controlled HMD, the 'Sword of Damocles' (Morrison [ca.1996]) have been built anchored to some sort of base. These systems can also be used to view stereoscopic content with a set viewing position where tracking is not required.





These displays are generally quite expensive and can be bulky to wear but they are becoming lighter and cheaper as technology progresses. For individual use, especially virtual reality, these displays are currently an extremely effective solution.





Filtering


For systems such as film or video, which have a set viewing area, there are cheaper solutions and ones more suited to displaying the same imagery to a group of people. These all involve displaying both the left and right eye image on the same screen and using the head gear to filter out the correct image for each eye. These systems share some common advantages and limitations which will be covered here before going into the specifics of each system.





The systems use existing and wide spread display technology, in the case of polarisation, modifications are necessary but these will be discussed in the relevant section. All the display technology whether modified or not may still be used for 2D display.





Many people may view the same image on the screen simultaneously. A point to note here is that each viewer will see the same image to the extent that if, for example, in a cinema setting a snake is to leap out of the screen and hiss just inches away from the viewers face, each audience member will experience a snake inches from their own face. This could be considered an advantage or a disadvantage depending on application but it is a feature to consider.





With the exception of shuttering glasses the eyewear is extremely inexpensive enabling many viewers to be provided with this at only a small cost per person once the initial display has been established.





Each of the systems requires eyewear which could be uncomfortable and an off-putting factor but in practice they are mostly light and not too cumbersome.





A general rule put forward by Michael Halle (Halle, M., May 1997) for autostereoscopic displays (covered later) but true of all systems and relevant at this point states that "A display medium or element must always lie along a line of sight between the viewer and all parts of a spatial image". This means that anything apparently in front of the screen must lie in a position such that both the left and right eye images still fit fully onto the screen. Objects appearing in front of the screen which are clipped by the screen look unnatural and should generally be avoided. In some cases this is not possible and the viewer might be persuaded simply to ignore the effect.





Ghosting, in this context, is when the image meant for one eye partially 'leaks' into the other. The result is a ghostly second image of the subject. The cause of this will be discussed in the appropriate sections.





Shuttering


Shuttering has been used for a long time in the history of stereoscopic cinema. This is when the left eye image and the right eye image are shown one after the other in very quick succession. As the right eye image is being displayed, the left eye is covered by a shutter and visa versa. When done fast enough, each eye perceives its own constant stream of images which do not perceptibly flicker.





In the early days the shutters were mechanical and took the form of very cumbersome headgear or bulky devices held by the viewer. More modern shuttering glasses employ liquid crystal shutters which may be made transparent or opaque electronically. These are considerably less bulky than their predecessors and, when combined with a wireless means of staying in time with the displayed image, form a very effective means of viewing 3D. Shuttering devices provide a cost-effective means to view 3D content on home computer or video systems, as these are already capable of displaying constantly changing images. In a television system, left and right images are placed in alternate fields (Two fields make up a full video frame. The are shown sequentially) so all that in required of the shuttering system is to detect the field sync pulse (part of a video signal) and swap the shutters accordingly. Computer systems can have higher refresh rates so flicker can be minimised.





Shuttering is very useful for images projected onto domes. This is because polarisation of light can not be retained by the dome surface making a polarised system, discussed next, impossible.


Ghosting can occur if the displayed image persists on the screen as the shutters change but on a well calibrated system this can be kept to an unnoticeable level.


					


Passive filtering


The previous systems used active headgear with the disadvantage of needing power and signals to each headset. Although this is a feasible option and such systems are widely used, cheaper alternatives exist for group viewing. Passive headgear may be used to filter images coded in various ways.





Polarisation


Polarised systems use some of the physical properties of light to encode the two images onto a screen and to filter them out again in the glasses.





Two methods of polarisation are used, linear and circular. Linear filters polarise the light horizontally or vertically whilst circular filters twist the light clockwise or anticlockwise. In either case light passed through one filter at the source of the image may only pass through the corresponding filter in the eyewear. Ghosting can be caused by slightly misaligned filters as the viewer's head position is not fixed. Circular polarised systems cause less distortion than linear ones but are more costly. this information may be found at:  (http://www.3dims.de/Produkte/Projektionssysteme_body_e.html) 





Polarised light is a good solution to large audience display. The cost lies in setting up the initial system but once done polarised glasses may be obtained at little cost enabling audience size to be expanded easily.





For large displays two projectors are normally used, each with an opposite polarising filter. The images are aligned on a screen which is capable of relaying the light without loosing its polarisation.





An alternative is to use a single projector which has a changing polarisation filter over it called a z-screen. (liquid crystal may be used to achieve this electronically) (http://www.stereographics.com/products/monitor_zscreen/zs-pr.html). Again a suitable projection surface is needed. Z-screens are also available to be placed in front of CRT monitors. The left and right images are shown sequentially at speed with the polarisation changing between each one. The effect is similar to that of shuttering glasses but with the one time set up cost and less expensive glasses for added viewers.





When considering a polarised system one should remember that LCD screens and some common digital projectors are polarised by their nature and so are unsuitable for these uses.


One final option, although not suited to moving imagery, is StereoJet printing. This process allows printed media to be viewed using polarised glasses. Overhead transparencies may also be created by this process and viewed similarly when projected onto a suitable surface.


Information on this process may be found at:  (http://www.sfimaging.com/).





Infitec


The Infitec system standing for interference filter technology employs filters which shift the frequency of the colours in the image for one eye up the electromagnetic spectrum and colours for the other eye down. The headgear then filters the colours to the correct eye and reverts them to their original frequencies. This system ensures perfect image separation so ghosting is not a problem but the eyewear is more expensive than polarised glasses. This system was developed at Daimler Chrysler. This information was taken from:  (http://www.3dims.de/Produkte/Projektionssysteme_body_e.html).





Anaglyphic


A method for filtering the left and right images based on colour will be familiar to many. These systems use pairs of coloured filters such as red and green to extract the information from specially coloured images. There are several colour combinations but they are referred to collectively as Anaglyphic. Most of the images created for this system are not coloured. This is because colour is what distinguishes the image intended for one eye from that intended for the other. Taking the example of glasses containing red and green coloured filters, the image intended for the eye wearing the red filter would be coloured green and that intended for the other eye (with a green filter) would be coloured red. The filters only allow through the correct image. This is a very simplistic view of the working and assumes a generally light background. Different colour combinations react in different ways and there are some systems such as the ColorCode system (http://www.colorcode3d.com) which can preserve colour information.





The filter glasses for these applications are extremely inexpensive to manufacture and the images may be displayed on any colour medium including print.





The ColorCode system can produce exceptional imagery for the price and a visit to their online image and video samples (At the website referenced above) with a pair of the filter glasses would be well worth while. One sample image from this site has been included on the CD.





Software is also available to convert 3D movie data designed for display on shuttered systems (a common format for 3D DVD's) into ColorCode images. This compatibility with other systems could encourage more widespread use of stereoscopic 3D imagery.





Figure 3





�


An Anaglyphic image to be viewed through red/green glasses








Pulfrich


Pulfrich glasses are sometimes mistakenly thought of in the same family as Anaglyphic filters but this is not the case. These glasses employ one clear and one dark filter. The 3D effect comes with movement and is achieved by way of a tiny time delay in the perception of images through the darker filter. This delay means that at any given time during a camera movement each eye sees a slightly different image and a 3D effect results. Content for use in this system must be carefully planned to avoid undesirable effects.


This information was found at: (http://dogfeathers.com/java/pulfrich.html).





CromaDepth


An interesting way of achieving apparent depth is used in the CromaDepth system available from: (http://www.chromatek.com). The eyewear in this system converts depth information encoded as colour into perceived 3D. The encoding takes the form of objects closest to the viewer being coloured red whilst objects furthest away are coloured blue. Intermediate depths move through the visible spectrum between the furthest extremes. The conversion takes place in the glasses where prisms bend different wavelengths (colours) of light by varying degrees. Full descriptions of the optics may be found in the patent documents (Steenblik 1986, 1988, 1991). This system is unique in that two images needed to perceive depth are generated from depth information in the optics of the glasses, not filtered or channeled from pre-made images. A major advantage arising from this is that the image can be viewed without the glasses and no second image will be visible. Also any coloured display including printed media can be used to view images with the glasses. No alteration is needed. It is also easy to create suitable images using any coloured medium.





The system is limited by the necessity of colours corresponding to depth although there is some leeway with careful image design.





Another potential drawback is that, as with stereograms (as discussed earlier) there is a maximum depth. Black, however, may be used to compensate slightly.





Figure 4
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An image rendered to be viewed through ChromaDepth glasses


			





Autostereoscopic displays


So far all the systems discussed have required some kind of special viewing apparatus or technique to be used by the observer. Displays exist which allow the viewing of stereoscopic images without the need for any extra viewing apparatus. These are known collectively as autostereoscopic displays. In a paper on the subject (Halle, M., May 1997) Michael Halle describes three categories to cover existing autostereoscpic displays:





Re-imaging displays are described as optical elements such as glass and mirrors which have the ability to convey, alter or mix 3D images from other sources. These have been successfully used by illusionists to baffle people by making things appear to be what they are not or vice versa (as well as some more subtle uses). Re-imaging displays may be used as components in more complicated systems, such as those provided by the Teleportec company, to manipulate a created 3D image. An article on a Teleportec system appeared in (The Times. 2001)





Volumetric displays are described as filling a volume. This could be thought of as being rather like a physical implementation of a voxel space (where 3D images are displayed as arrays of points in a 3D space as 2D pictures are displayed as pixels - arrays of points on a 2D plane). There are several methods for achieving this such as sweeping 2D displays through space at speed. The details of these systems are beyond the scope if this report but a major drawback with them is that they do not handle occlusion. This makes realistic imagery impossible because everything is translucent.





Parallax displays are the type most commonly referred to by the term autostereoscopic. They create images with occlusion and all the depth cues discussed earlier and therefore are most suited to realistic imagery. These displays work by feeding appropriate images to either eye and so are most like the displays already discussed which use headgear. A more detailed discussion on how they send the correct image to the correct eye follows.





Stereo pair autostereoscopic displays


As mentioned above, the general Idea of these displays is to feed the correct image into the correct eye without the need for extra viewing equipment.





There are two main ways of achieving this: lenticular and barrier displays.


Lenticular displays use arrays of tiny lenses to direct light from the image beneath them. Viewed through the lenses, only part of the image beneath is visible from any one angle. Each lens covers a small section of each image such that the section of left image is only visible from the left eye position and the section of right image is only visible from the right eye position. The many lenses covering many tiny sections of the images are next to each other meaning that from the left eye position all the sections of the left image appear next to each other forming the full left image. The same is true for the sections of right image viewed by the right eye. This is how each eye sees only the intended image.





Barrier displays also use the principle of dividing each image from the stereoscopic pair into small sections. As before alternate sections from each image are placed next to each other and the job of the barrier is to cover the section of image meant for the second eye when viewed by the first and visa versa. This is achieved by parallax as the barrier is raised slightly above the surface containing the image. The image sections used in these types of display are normally thin vertical strips. When this is the case thin vertical lenses or barriers are used.





Barrier displays have the disadvantage that the barriers are visible and are blocking out light. Very small barriers may be less visible but the brightness of the display will still be affected. Lenticular displays will therefore generally be brighter. A good use of the barrier technique has been marketed by Sharp (http://66.132.145.25/products/pc_notebooks/actius/rd/3d/) which utilises liquid crystal barriers which may be switched off for displaying high resolution 2D graphics.





These types of autostereoscopic displays have the same limitations as the displays described earlier based on a flat image and viewed through glasses. However, there is the advantage that eyewear is not needed but this is countered by the fact that the head of the observer must be in the correct position for the images to be delivered properly. An added disadvantage is that the display can not be viewed by several people simultaneously.





Another slight issue is screen resolution; twice as much information as for a 2D display is required in the same amount of space. With improving technology, however, this becomes a minor issue.





Beyond simple stereoscopic - multi view systems


Moving beyond the two image displays we find a family of autostereoscopic systems which may be viewed from different angles and by several viewers each viewing a stereoscopic image. Tracking is not required.





As before these displays may be constructed using lenticular or barrier techniques.


In essence the concept is similar to that described above but using more than two images.


Systems like this are sometimes referred to as panoramagrams.





The images may be divided into strips as in the previous systems providing multiple views for horizontal parallax. Alternatively both horizontal and vertical parallax may be achieved by using domed lenses or small holes. This becomes less practical for barrier displays as the barriers take up most of the display surface.





A method has been developed to increase the resolution of barrier displays (Kalai & Siegel [ca.1996]). The method uses a liquid crystal screen in front of a primary image carrying screen. The barriers are created on a second screen and move rapidly. The main image changes in time with the movement or the barrier with the result that the primary image is visible where the barrier was previously and the barrier is now where the primary display was previously visible. When done fast enough the barriers are no longer perceived and only the loss of brightness (which can be compensated for) betrays their presence.





Introducing multiple views increases the need for high-resolution displays. At present there is a noticeable 'stepping' between views as one image blends into the next. With a system of high enough resolution, this should not be noticeable. With higher resolution comes the need for more data and when multiple views are used these must all be captured or created which calls for new methods in all stages of image production to cope.





The StereoGraphics corporation (http://www.stereographics.com) have created a lenticular style display capable of displaying multiple views. With it they have created methods for handling the required data using existing technologies.





My own development


Just over a year ago I thought I had come up with a new method for displaying 3D graphics. I knew a bit about 3D systems using eyewear and knew of the existence of an autostereoscopic screen made by Sharp and to my knowledge using a single image pair (http://66.132.145.25/products/pc_notebooks/actius/rd/3d/) but my thinking at the time was not based on these. After some research it turned out that my 'invention' was so similar to the full (and at one stage the horizontal) panoramagram presented above as to be counted the same. I will, however, present here my development of the device as it offers an alternative way of thinking through the problem. I will also present my thoughts on computer generated content creation which I believe to be innovative.





The concept


I was looking out of a window when I realised what Michael Halle points out (Halle 1997). I realised that what I was looking at was a 2D plane which was relaying a 3D image to my eyes. I saw that if a display was constructed out of pixels that could controllably vary their colour according to the angle from which they were being viewed, a 3D image could be formed. This image would act in the same way as the window that I was observing in other words there would be an apparent 3D image behind the screen which would exhibit parallax as the viewing angle changed. If the resolution of the dependency on viewing angle was high enough, each eye would receive a different image and a stereoscopic image would result.





A nice way of visualising this concept is to consider a piece of glass which has been divided up into a fine mesh - the pixels. From a given viewing position, each square of the grid may be represented by a single colour. As the viewpoint changes, so the colours in the grid change according to the viewing angle.





My first thought was to use the natural properties of surfaces such as liquid crystal displays but decided this would not be possible to accurately control (this is a bit like a hologram).


I then remembered seeing animated images on the back of cereal packets and thought this would be a good solution. These are lenticular images although I did not know this at the time.





I began investigation by obtaining one of the cereal packet images and studying it. I was sure that the same principle would work on a computer screen (as indeed it does) and could be extended to use domed lenses enabling full freedom of movement. This, however would require specialised resources and equipment (You can not simply scrape the image off a cereal box lenticular and place it on a computer screen - I have tried!).





Because I could not make the tiny lenses, in order to continue experimenting, I replaced them with pinholes as in a pinhole camera. This turned out to be the same as the displays using barriers. I decided that a method could be devised to use pinholes to capture the required image.


This is as far as I got before eventually discovering the existing systems. I did not research much further until beginning this project.





The device which I 'invented' differs only from those in existence by the conceptual constraint of having images shown only behind the screen. In fact the device is perfectly capable of displaying images apparently in front of the screen but I did not realise this until discovering the existing devices.





Conceptualising image data


Since examining existing systems I have developed my own way of considering images apparently in front of the screen. There is nothing new in the resulting images but I think it is a nice way to consider the problem.





When objects are to appear behind the screen, the screen may be considered like the window in the earlier example. If, however, an object is to appear in front of the screen this analogy breaks down. To find the correct image for the primary display (where the 2D image is displayed behind the barrier or lenticular), we may consider what light would really do if the object were real and situated in front of the display. The light would bounce off the object at the point where it collided and travel on in a straight line (assuming the absence of any optical medium other than air). To simulate this we must deliver light of the correct colour which is moving in the correct direction, to the (virtual) point of collision. We can trace the path from the point of collision in the exact opposite direction to the bounced light ending at the primary display. Illuminating the element of the primary display reached by this tracing will send light back to the point if collision where it will continue in the same direction and from the same starting point as would light bounced from a real object.





This concept could be used as the basis for a rendering algorithm for these types of displays. It could also apply to positioning virtual objects on space using several similar displays for example a dome or curved cyclorama.





							


Experiments/Ideas





About this section


The purpose of this section is to document a series of practical investigations into various stereoscopic display systems. These investigations were carried out in order to gain a better insight into the various principles involved with the creation and display of stereoscopic images with a view to creating or implementing such systems in the future.





In order to cover the most ground in terms of investigating a wide range of principles in a relatively short space of time, some of the experiments have necessarily been brief. Discussions of possible future investigations are also included here. Also Included are ideas which have not been pursued together with the reasons for not pursuing them. For some of the proposed future investigations more specialised equipment and facilities than are currently available to me would be required but in many cases time has been the limiting factor.





The discussions which follow have been arranged in a logical order and thus are not necessarily chronological.





As part of my research I have attempted to view as many different 3D display systems as possible and, where practical, create my own content. Using a computer generated 3D character animated by Adam Cubit, I have created tests demonstrating three approaches to stereoscopic display.





Stereograms - depth illusion created by perception


Using a demonstration of the program 3DMiracle available from: (http://www.ixtlan.ru/download.php#). I created an animated stereogram of the character (mentioned above). This involved rendering a greyscale depth pass of the 3D scene (an objects distance from the camera is recorded in an image as a shade of grey) and passing that to 3DMiracle. The program offers options to create the type of stereogram desired. I chose to make a divergent SIRDS stereogram (see earlier Stereograms section) as these are fairly common and therefore more people may have experienced viewing one previously and have learned to do it.





A still from this sequence forms Figure 1.





Chromadepth - separate views generated from depth information by glasses


I used an altered depth shading technique to render the animation with red representing areas close to the camera and blue representing those furthest away. This, when viewed through ChromaDepth glasses, did display depth but the effect and the look of the image was greatly enhanced with the added depth cue of shading. This was achieved simply by multiplying the coloured image sequence with a greyscale shaded sequence. The results were good and a still from this test forms Figure 4.





It is interesting to note that the sections of an image which are occluded in the 2D artwork can not be reconstructed by the glasses and there are occasionally small sections of the image missing where you 'see round the edges' of things. This is normally not very noticeable. Sometimes a secondary image is visible. I have found that tilting the glasses away from the eyes often solves this problem.





stereoscopic image pairs - two views filtered by glasses


As a general test of filtered stereoscopic image pairs, I have rendered the animation from two horizontally separated cameras. This would be the same camera set up needed for any of the systems requiring two explicitly defined views. To view these images I chose to use a red/green anaglyphic system (see anaglyphic section above). This allows the result to be viewed on any colour display as well as being printed in this document.





The results were effective and a still from this sequence forms Figure 3.


I rendered a frame from this scene twice, once with the camera views converging on the character and once with parallel cameras. The converging render did not display enough difference in the character from one view to another so the stereoscopic effect was all but undetectable. The view presented is the render from parallel cameras.





Creating greyscale content for red/green anaglyphic viewers is fairly simple. Using two greyscale images (for left and right eyes). Place one into the green channel of a coloured image and the other into the red. Leave the blue channel empty. This a very simple compositing process. The process may be applied to images from any source (computer generated or photographic, image sequences or stills etc).





I tried some photography using a three lensed camera and displayed the results (with a pair from the three images) using this system. The 3D effect worked. Again the camera lenses were parallel.


			


Optical illusions in stereoscopic 3D


I was interested to see how optical illusions employing perspective tricks would translate into stereoscopic 3D. After carrying out a few tests I decided that in general this presented too much conflicting information to the brain for the images to be resolved into one perception. With more experimentation some workable illusions might be found.





Polarised projection


I had the idea of using two polarised data projectors at right angles to each other along the line of projection so that the images could be separated using polarised viewing glasses. Due to difficulties in booking suitable equipment and time constraints I never tried this or found a suitable surface on which to project polarised images without loosing the polarisation.





Display of autostereoscopic pair by two projectors


I considered several methods for displaying autostereoscopic imagery using projectors. I decided that experimenting with projectors would be a good way forward as the images are large enough to allow for some error when placing barriers and aligning images.





I borrowed two identical slide projectors from the library and used these to perform some simple tests.





I set up the projectors such that they were projecting from a separation roughly equal to that of my eyes. In order to achieve this I set up a system with a 45 degree mirror in front of one of the projectors as they were too bulky physically to be close enough together.





The projectors contained different slides from one another. The slides were not a stereo pair but rather, arbitrary images which were dissimilar so as to be easily distinguished from each other. The aim was to see whether the images could be selectively fed to the correct eye, if so a stereo image pair could be used to create an autostereoscopic display.





I held up two sheets of black cardboard and tried to adjust them so that a portion of the image from each projector got through to the projection screen behind and so that the images were only seen by the correct eye. This was possible but tricky as the ideal viewing position would have been where the projectors were.


A solution to this problem might be to use back projection. In this case two sets of barriers would be needed, one to act as a shadow screen behind the back projection screen ensuring that the correct patterns from the two projectors fall on the screen without interfering with each other. The second should be identical to the first and positioned in line with it in front of the screen. The screen should be exactly between the two. The second set of barriers ensures that the correct image reaches the correct eye. For this to work, the viewers eyes should be positioned in line with the projectors with the screen half way between the viewer and the projectors. This would take up a lot of space but might have the desired effect. Unfortunately this system remains untested. Tracing paper or greaseproof paper make good inexpensive back projection screens.





One Idea was to use a shadow screen (or two for back projecting) with an irregular pattern of holes in it. The advantage might have been that an irregular pattern would be less distracting to the eye than uniform slits but on thinking through the matter I decided that this kind of pattern would make it very difficult or impossible to avoid the left and right images being projected onto the same potion on screen and interfering with one another.


	


A continuation of this investigation might have been to use more than two projectors to display more than two images. but this would have added to the cost and size of the system and did not seem worth while investigating at this point. Also I only had two proper projectors available to me.





Display of autostereoscopic pair by one projector


A more cost effective approach, but probably not without its drawbacks, might have been to use one projector to create images like those produced by the shadow screen in the last method. This would be the same as the barrier displays described earlier and as such could have been extended to display more than two views. The fact that I only had slide projectors for these experiments meant trial and error would have taken an enormous amount of time so, having satisfied myself that the proposed system was likely to be possible I moved on.





It is possible to demonstrate the back projection principle by selectively masking of parts of a computer monitor with cardboard.





Photography of panoramagram with pinhole based system


I created a 'camera' with which to capture an image suitable to be displayed as autostereoscopic. The camera is basically the inverse of a horizontal and vertical barrier display (I thought of starting with horizontal only but time was limited so I decided to skip ahead). The device uses many pinholes each located above a small chamber. The chambers are enclosed at the ends opposite the pinholes by a sheet of photographic paper. The pinholes act as tiny cameras creating many images of a subject placed in front of the camera. each image is from a slightly different view point giving enough data to construct an image of the subject from a wide range of angles.





The image must be processed before it can be viewed as autostereoscopic but the many photographs of the subject may be viewed immediately (as negatives).





Processing the image for viewing involves projecting it back through the holes which created the original. This will turn all the images the right way around. The image is a negative and so must at some stage be made positive.





Unfortunately, due to time constraints, I have not created a flipped positive and so can not test the display. The final image would be viewed through the original pinholes which would then act as the spaces between barriers, the cardboard being the barriers.


Lenses could be used in place of the pinholes to improve the optics of the system.





Real time filming/displaying/recording system


I envisaged a system whereby an array of lenses similar to those in the above description, would focus their images onto a screen of tracing paper or similar material. This screen would be located in a dark enclosure where a standard video camera would pick up the images. The video could then undergo some image processing to enable it to be displayed in real time on a suitable device. The signal could also be recorded for later perusal.








Conclusion





This project has given me a valuable insight to the various available stereoscopic systems, their workings and the features which can be matched to a specific need or specification. I hope I have passed some of this on to anyone who has read this document.





The field is constantly developing and I will continue to follow its progression with interest.
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